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Abstract: Credit Risk Prediction is an important task in any Banking Industry. Identifying the defaulter before giving 

loan is a crucial task of the Banker. Classification techniques are used to classify the customer, whether he/she is a 

defaulter or a genuine customer. Determining the best classifier is a critical assignment for any industrialist. It leads to 

instil different research works for determining the best classifier for the credit risk prediction. This paper analyzes the 

efficiency of Multilayer Perceptron Classifier and Sequential Minimal Optimization (SMO) Classifier for the credit risk 
prediction and compares their efficiency through various measures. The German credit data is taken for credit risk 

prediction and the classification experiment is done using open source machine learning tool. 
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I. INTRODUCTION 

The huge volume of transactions spins the information 

processing automation into a vital factor for cost 

reduction, high quality standards with high speed results. 

Automation and result of the relevant successes achieved 

by state-of-the art computer solutions applied have 
changed the opinions of many sceptics. In past days, 

people tended to think that financial market analysis 

entails knowledge, intuition and experience and wondered 

how this activity could be automated. However, through 

steadily growing along with the scientific and 

technological advances, the automation of financial market 

analysis has been achieved. In modern days, credit risk 

evaluation and credit defaulter prediction have attracted a 

great deal of interests from theorists, regulators and 

practitioners, in the financial industry. In past days, 

financial institutions utilized the rules or principles built 

by the analysts to decide whom to give credit. But it is 
impossible both in economic and manpower terms to 

conduct all works with the tremendous increase in the 

number of applicants. Therefore, the credit approval 

decision process needs to be automated. Automation of 

credit risk prediction is achieved using a classification 

technique. Determining the classifier, which predicts the 

credit risk in an efficient manner, is an important and 

crucial task. This paper evaluates the credit risk 

performance of two different classifiers, namely, 

Multilayer Perceptron Classifier and Sequential Minimal 

Optimization (SMO) and compares which provide more 
accurate credit risk prediction. 
 

II. LITERATURE REVIEW 

Many researchers have made the credit risk prediction 

using varied computing techniques. A neural network 

based system for automatic support to credit risk analysis 

in a real world problem is presented in [2]. An integrated 

back propagation neural network with traditional 

discriminant analysis approach is used to explore the 

performance of credit scoring in [3]. A comparative study 

of corporate credit rating analysis using support vector 

machines (SVM) and back propagation neural network 

(BPNN) is analysed in [4]. A triple-phase neural network  

 

ensemble technique with an un-correlation maximization 

algorithm is used in a credit risk evaluation system to 

discriminate good creditors from bad ones are explained in 

[5]. An application of artificial neural network to credit 

risk assessment using two different architectures are 
discussed in [6]. Credit risk analysis using different Data 

Mining models like C4.5, NN, BP, RIPPER, LR and SMO 

are compared in [7]. The credit risk for a Tunisian bank 

through modelling the default risk of its commercial loans 

is analysed in [8]. Credit risk assessment using six stage 

neural network ensemble learning approach is discussed in 

[9]. Modelling framework for credit assessment models is 

constructed by using different modelling procedures and 

performance is analysed in [10].  
 

Hybrid method for evaluating credit risk using 

Kolmogorove-Smirnov test, DEMATEL method and a 

Fuzzy Expert system is explained in [11]. An Artificial 

Neural Network based approach for Credit Risk 
Management is proposed in [12]. Artificial neural 

networks using Feed-forward back propagation neural 

network and business rules to correctly determine credit 

defaulter is proposed in [13]. Adeptness evaluation of 

Memory based classifiers for credit risk analysis is 

experimented and summarized in [14]. Adeptness 

comparison of Instance Based and K Star Classifiers for 

Credit Risk Scrutiny is performed and described in [15]. 

This research work compares the efficiency of Multilayer 

Perceptron classifier and SMO Classifier for credit risk 

prediction. 
 

III. DATASET USED 

The German credit data is taken for credit risk prediction. 

It consists of 20 attributes, namely, Checking Status, 

Duration, Credit History, Purpose, Credit Amount, Saving 

Status, Employment, Instalment Commitment, Personal 

Status, Other parties, resident since, Property magnitude, 

Age, Other payment plans, Housing, existing credits, job, 

Num dependents, Own Phone and Foreign worker. The 

data set consists of 1000 instances of customer credit data 

with the class detail. It has two classes, namely, good and 

bad. 
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IV. METHODOLOGY USED 

In this paper, two different classifiers namely, Multilayer 

Perceptron Classifier and Sequential Minimal 

Optimization (SMO) Classifier are used for efficiency 
comparison of credit risk prediction. 

 

A. Multilevel Perceptron Classifier 

Neural networks, with their remarkable ability to obtain 

meaning from complicated or inexact data, can be used to 

extort patterns and detect trends that are too complex to be 

perceived by human or by computer techniques. A neural 

network, after training can be considered as an "expert" in 

the category of information it has been given to scrutinize. 

This expert can then be used to afford projections given 

new situations of interest and answer "what if" questions. 
It includes other advantages like:  

 Adaptive learning: An ability to learn how to do tasks 

based on the data given for initial experience or 

training.  

 Do not make any assumption regarding the underlying 

probability density functions or other probabilistic 

information about the pattern classes under 

consideration.  
 

Multilayer Perceptron (MLP) is a Classifier that uses back 

propagation to classify instances. This network can be 

created by an algorithm or built by hand, or both. The 

network can be observed and modified during training 

time as well. The nodes in MLP network are all sigmoid. 
 

B. SMO Classifier 

Sequential minimal optimization (SMO) is an algorithm 

for quickly solving the optimization problems. Consider 

a binary classification problem with a dataset (x1, y1)... 

(xn, yn), where xi is an input vector and yi ∈ {-1, +1} is a 

binary label corresponding to it. The dual form of 

quadratic programming problem solved using support 

vector machine is as follows: 

 

        (1) 
subject to: 

 
 

 
 

where C is a Support Vector Machine hyper-parameter 

and K (xi, xj) is the kernel function, supplied by the user; 

and the variables  are Lagrange multipliers. 
 

SMO breaks the problem into a series of smallest possible 

sub-problems, which are then solved analytically. Since 

the linear equality constraint involving the Lagrange 

multipliers , the smallest possible problem involves two 

such multipliers. Then, for any two multipliers  and
, the constraints are reduced to: 

       (2) 

 is the sum of the rest of terms in the equality constraint, 
which is fixed in each iteration. 

The SMO algorithm proceeds as follows: 

1. Find a Lagrange multiplier  that contravenes 
the Karush–Kuhn–Tucker (KKT) conditions for the 

optimization problem. 

2. Choose a second multiplier  and optimize the 

pair . 

3. Repeat step 1 and 2 until convergence of multipliers. 

The problem has been solved, when all the Lagrange 

multipliers satisfy the Karush–Kuhn–Tucker conditions 
within a user-defined tolerance level. 

 

V. MEASURES USED FOR PERFORMANCE 

EVALUATION 

Different measures are used to evaluate the performance 

of the classifiers. 
 

A. Classification Accuracy 

All classification result could have an error rate and it may 

fail to classify correctly. Classification accuracy can be 

calculated as follows. 

Accuracy = (Instances Correctly Classified / Total Number 

of Instances)*100 %       (3) 

 
B. Mean Absolute Error 

MAE is the average of difference between predicted and 

actual value in all test cases. The formula for calculating 

MAE is given in equation shown below: 

MAE = (|a1 – c1| + |a2 – c2| + … +|an – cn|) / n    (4) 

Here „a‟ is the actual output and „c‟ is the expected output. 

 

C. Root Mean Square Error 

RMSE is used to measure differences between values 

actually observed and the values predicted by the model. It 

is calculated by taking the square root of the mean square 

error as shown in equation given below: 
RMSE = [√ ((a1 – c1)2 + (a2 – c2)2+ … + (an – cn)2 )] / n   (5) 

Here „a‟ is the actual output and c is the expected output. 

The mean-squared error is the commonly used measure for 

numeric prediction. 

 

D. Confusion Matrix 

A confusion matrix contains information about actual and 

predicted classifications done by a classification system.  

 

VI. RESULTS AND DISCUSSION 

The performance of both Multilayer Perceptron and SMO 
classifiers are checked using open source machine learning 

tool. The performance is checked using the Training set 

itself and using different Cross Validation and Percentage 

Split methods. The class is obtained by considering the 

values of all the 20 attributes. 

 

A. Performance of Multilayer Perceptron Classifier 

The overall evaluation summary of Multilayer Perceptron 

Classifier (MPC) using training set and different cross 

validation methods is given in Table I. The classification 

summary of MPC for different percentage split is given in 
Table II. The confusion matrix for each different test mode 

is given in Table III to Table XII. The chart showing the 

performance of Multilayer Perceptron Classifier with 

respect to Correctly Classified Instances and Classification 
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Accuracy with different type of test modes are depicted in 

Fig. 1, Fig. 2 and Fig. 3. Multilayer Perceptron classifier 

gives 99.3% for the training data set. But for evaluation 

testing with test data is essential. So various cross 

validation and percentage split methods are used to test its 

actual performance. On an average, it gives around 72% to 

75% of classification accuracy for credit risk prediction. 

 

TABLE I 

MULTILAYER PERCEPTRON CLASSIFIER OVERALL EVALUATION SUMMARY 
 

Test Mode 

Correctly 

Classified 

Instances 

Incorrectly 

Classified 

Instances 

Accuracy 
Kappa 

Statistic 

Mean 

absolute 

error 

Root 

Mean 

Squared 

Error 

Time Taken 

to Build 

Model (Sec) 

Training 

Set 
993 7 99.3 % 0.9832 0.012 0.0841 80.03 

5 Fold CV 724 276 72.4% 0.3403 0.2827 0.4923 79.94 

10 Fold 

CV 
716 284 71.6% 0.3199 0.2855 0.4942 79.09 

15 Fold 

CV 
733 267 73.3% 0.35 0.2708 0.4803 80.22 

20 Fold 

CV 
720 280 72.0% 0.3243 0.2809 0.4903 82.53 

50 Fold 

CV 
721 279 72.1% 0.3351 0.2822 0.4917 79.55 

 

TABLE II 
MULTILAYER PERCEPTRON CLASSIFIER PERCENTAGE SPLIT OVERALL EVALUATION SUMMARY 

  Test Mode 

Total 

Test 

Instances 

Correct

ly 

Classifi

ed 

Instanc

es 

Incorrectly 

Classified 

Instances 

Accuracy 

Kappa 

Statisti

c 

Mean 

absolut

e error 

Root 

Mean 

Square

d Error 

Time 

Taken to 

Build 

Model 

(Sec) 

66% 

Percentage 

Split 

340 251 89 
73.8235 

% 
0.3053 0.2555 0.4627 0.13 

33% 

Percentage 

Split 

670 460 210 
68.6567 

% 
0.2498 0.3117 0.5164 0.28 

75% 

Percentage 

Split 

250 191 59 76.4    % 0.3956 0.2423 0.4468 0.11 

80% 

Percentage 

Split 

200 150 50 75% 0.3893 0.2693 0.4724 0.08 

 

TABLE III 

CONFUSION MATRIX – MPC ON TRAINING 

DATASET 

 Good Bad 
Actual 

(Total) 

Good 700 0 700 

Bad 7 293 300 

Predicted 

(Total) 
707 293 1000 

 

TABLE IV 

CONFUSION MATRIX – MPC FOR 5 FOLD CROSS 

VALIDATION 

 Good Bad 
Actual 

(Total) 

Good 564 136 700 

Bad 140 160 300 

Predicted 

(Total) 
704 296 1000 

TABLE V 

CONFUSION MATRIX – MPC FOR 10 FOLD CROSS 

VALIDATION 

 Good  Bad  Actual (Total) 

Good 561 139 700 

Bad 145 155 300 

Predicted 

(Total) 

706 294 1000 

 

TABLE VI 

CONFUSION MATRIX – MPC FOR 20 FOLD CROSS 

VALIDATION 

 Good  Bad  Actual 

(Total) 

Good 567 133 700 

Bad 147 153 300 

Predicted 

(Total) 

714 286 1000 
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TABLE VII 

CONFUSION MATRIX – MPC FOR 15 FOLD CROSS 

VALIDATION 

 Good Bad 
Actual 

(Total) 

Good 578 122 700 

Bad 145 155 300 

Predicted 

(Total) 
723 277 1000 

 

TABLE VIII 

CONFUSION MATRIX – MPC FOR 50 FOLD CROSS 

CALIDATION 

 Good Bad 
Actual 

(Total) 

Good 561 139 700 

Bad 140 160 300 

Predicted 

(Total) 
701 299 1000 

 
TABLE IX 

CONFUSION MATRIX – MPC FOR 66% 

PERCENTAGE SPLIT 

 Good Bad 
Actual 

(Total) 

Good 210 40 250 

Bad 49 41 90 

Predicted 

(Total) 
259 81 340 

 

TABLE X 

CONFUSION MATRIX – MPC FOR 33% 

PERCENTAGE SPLIT 

 Good Bad 
Actual 

(Total) 

Good 367 123 490 

Bad 87 93 180 

Predicted 

(Total) 
454 216 670 

 

TABLE XI 

CONFUSION MATRIX – MPC FOR 75% 

PERCENTAGE SPLIT 

 Good Bad 
Actual 

(Total) 

Good 154 30 184 

Bad 29 37 66 

Predicted 

(Total) 
183 67 250 

 
TABLE XII 

CONFUSION MATRIX – MPC FOR 80% 

PERCENTAGE SPLIT 

 Good Bad 
Actual 

(Total) 

Good 118 31 149 

Bad 19 32 51 

Predicted 

(Total) 
137 63 200 

 

B. Performance of SMO Classifier 

The overall evaluation summary of SMO Classifier using 

training set and different cross validation methods is given 

in Table XIII. The classification summary of SMO 
Classifier for different percentage split is given in Table 

XIV. The confusion matrix for each different test mode is 

given in Table XV to Table XXIV. The chart showing the 

performance of SMO Classifier with respect to Correctly 

Classified Instances and Classification Accuracy with 

different type of test modes are depicted in Fig. 4, Fig. 5 

and Fig. 6. SMO classifier gives 78.4% for the training 

data set. But for testing various cross validation and 

percentage split methods, it outperforms than Multilayer 

Perceptron Classifier. On an average, SMO Classifier 

gives around 75% of classification accuracy for credit risk 
prediction. 

 
Fig. 1  Correctly classified instances of Multilayer 

Perceptron Classifier 

 

 
Fig. 2 Classification Accuracy of Multilayer Perceptron 

Classifier 
 

    
Fig. 3 Classification Accuracy of Multilayer Perceptron 

Classifier for Different Split Percentage 
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TABLE XIII 

SMO CLASSIFIER OVERALL EVALUATION SUMMARY 

Test Mode 

Correctl

y 

Classifie

d 

Instance

s 

Incorrectl

y 

Classified 

Instances 

Accuracy 
Kappa 

Statistic 

Mean 

absolute 

error 

Root 

Mean 

Squared 

Error 

Time Taken 

to Build 

Model (Sec) 

Training 

Set 
784 216 78.4% 0.4501 0.216 0.4648 2.44 

5 Fold CV 760 240 76.0% 0.3939 0.24 0.4899 2.56 

10 Fold 

CV 
751 249 75.1% 0.3654 0.249 0.499 2.66 

15 Fold 

CV 
747 253 74.7% 0.3499 0.253 0.503 2.52 

20 Fold 

CV 
745 255 74.5% 0.3528 0.255 0.505 2.44 

50 Fold 

CV 
745 255 74.5% 0.3435 0.255 0.505 2.38 

 

TABLE XIV 

SMO CLASSIFIER PERCENTAGE SPLIT OVERALL EVALUATION SUMMARY 

Test Mode 

Total 

Test 

Instance

s 

Correct

ly 

Classifi

ed 

Instanc

es 

Incorrectl

y 

Classified 

Instances 

Accura

cy 

Kappa 

Statisti

c 

Mean 

absolut

e error 

Root 

Mean 

Squared 

Error 

Time 

Taken to 

Build 

Model 

(Sec) 

66% 

Percentage 

Split 

340 261 79 
76.764

7 % 
0.3695 0.2324 0.482 2.52 

33% 

Percentage 

Split 

670 482 188 
71.940

3% 
0.3031 0.2806 0.5297 2.52 

75% 

Percentage 

Split 

250 196 54 78.4 % 0.4387 0.216 0.4648 2.45 

80% 

Percentage 

Split 

200 155 45 
77.5    

% 
0.4116 0.225 0.4743 2.53 

TABLE XV 
CONFUSION MATRIX – SMO ON TRAINING 

DATASET 

 Good  Bad  Actual 

(Total) 

Good 626 74 700 

Bad 142 158 300 

Predicted 

(Total) 

768 232 1000 

 

TABLE XVI 

CONFUSION MATRIX-SMO FOR 5 FOLD CROSS 

VALIDATION 

 Good  Bad  Actual 

(Total) 

Good 610 90 700 

Bad 150 150 300 

Predicted 

(Total) 

760 240 1000 

TABLE XVII 
CONFUSION MATRIX – SMO FOR 10 FOLD CROSS 

VALIDATION 

 Good  Bad  Actual 

(Total) 

Good 610 90 700 

Bad 159 141 300 

Predicted 

(Total) 

769 231 1000 

 

TABLE XVIII 

CONFUSION MATRIX – SMO FOR 15 FOLD CROSS 

VALIDATION 

 Good  Bad  Actual 

(Total) 

Good 612 88 700 

Bad 165 135 300 

Predicted 

(Total) 

777 223 1000 
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TABLE XIX 

CONFUSION MATRIX – SMO FOR 20 FOLD CROSS 

VALIDATION 

 Good Bad 
Actual 

(Total) 

Good 605 95 700 

Bad 160 140 300 

Predicted 

(Total) 
765 235 1000 

 

TABLE XX 

CONFUSION  MATRIX – SMO FOR 50 FOLD CROSS 

VALIDATION 

 Good  Bad  Actual 

(Total) 

Good 612 88 700 

Bad 167 133 300 

Predicted 

(Total) 

779 221 1000 

 

TABLE XXI 

CONFUSION MATRIX-SMO FOR 66% PERCENTAGE 

SPLIT 

 Good Bad 
Actual 

(Total) 

Good 218 32 250 

Bad 47 43 90 

Predicted 

(Total) 
265 75 340 

 

TABLE XXII 

CONFUSION MATRIX – SMO FOR 33% 

PERCENTAGE SPLIT 

 Good Bad 
Actual 

(Total) 

Good 389 101 490 

Bad 87 93 180 

Predicted 

(Total) 
476 194 670 

 

TABLE XXIII 

CONFUSION MATRIX – SMO FOR 75% 

PERCENTAGE SPLIT 

 Good Bad 
Actual 

(Total) 

Good 158 26 184 

Bad 28 38 66 

Predicted 

(Total) 
186 64 250 

 

TABLE XXIV 

CONFUSION MATRIX – SMO FOR 66% 

PERCENTAGE SPLIT 

 Good Bad 
Actual 

(Total) 

Good 126 23 149 

Bad 22 29 51 

Predicted 

(Total) 
148 52 200 

C. Comparison of MLP and SMO Classifiers  

The comparison between MLP classifier and SMO 

classifier are depicted in Fig 7, Fig. 8 and Fig. 9 in terms 
of classification accuracy and Correctly Classified 

Instances.  The overall ranking is done based on the 

classification accuracy, correctly classified instances, 

MAE and RMSE values and other statistics found using 

Training Set results, Percentage Split and Cross Validation 

Techniques. Based on that, it is observed that SMO 

classifier performs better than MLP Classifier. 
 

 
Fig. 4 Correctly Classified Instances of SMO Classifier 

 

 
Fig. 5 Classification Accuracy of SMO Classifier 

 

 
Fig. 6 Classification Accuracy of SMO Classifier for 

different Split Percentage 
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Fig. 7 Correctly Classified Instances Comparison between 

Multilayer Perceptron and SMO Classifier 

 

 
Fig. 8 Classification Accuracy Comparison between 

Multilayer Perceptron and SMO Classifier 

 

 
Fig. 9 Classification Accuracy comparison between 

Multilayer Perceptron & SMO Classifiers for Percentage 

Split 

VII. CONCLUSION 

This work investigated the efficiency of two different 

classifiers namely, Multilayer Perceptron Classifier and 
Sequential Minimal Optimization (SMO) Classifier for 

credit risk prediction. Experiment is done using the open 

source machine learning tool. Efficiency comparison of 

both the classifiers has been done by considering different 

measures of performance evaluation. After experiment, it 

is observed that Sequential Minimal Optimization (SMO) 

Classifier performs better than Multilayer Perceptron 

Classifier for credit risk prediction.   
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